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	Формат обучения
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компонент
	Типы лекций
	Типы практических занятий
	Форма и платформа
итогового контроля
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	ВК
	Информационная, аналитическая лекция
	Разработка программ обработки данных генеративно-состязательными нейронными сетями
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	АКАДЕМИЧЕСКАЯ ПРЕЗЕНТАЦИЯ ДИСЦИПЛИНЫ


	Цель дисциплины
	Ожидаемые результаты обучения (РО)*
	Индикаторы достижения РО (ИД)

	Цель дисциплины – формирование представления о внутренней архитектуре генеративных нейронных сетей, задачах, приемах, методах, моделей таких сетей, вероятностных основах исследования нейронных сетей.
	1. Когнитивный. Изучить теоретические основы генеративно-состязательных нейронных сетей
	1.1 Понимание принципов работы генеративно-состязательных нейронных сетей, включая их типы и архитектуру

	
	
	1.2 Знание основных алгоритмов обучения нейронных сетей

	
	2. Функциональный. Разработать и обучить генеративно-состязательные нейронные сети для решения практических задач
	2.1 Разработка архитектур генеративно-состязательных нейронных сетей 

	
	
	2.2 Использование алгоритмов оптимизации для обучения нейронных сетей

	
	3. Функциональное обучение. Освоить методы настройки и оценки качества генеративно-состязательных нейронных сетей
	3.1 Использование методов перекрестной проверки для оценки производительности моделей

	
	
	3.2. Изменение гиперпараметров модели для повышения точности прогнозирования

	
	4. Систематический подход. Использование генеративно-состязательных нейронных сетей для решения реальных проблем
	4.1 Разработка моделей генеративно-состязательных нейронных сетей для анализа данных

	
	
	4.2 Оценка производительности моделей в соответствии с практическими требованиями

	
	5. Когнитивные технологии. Применение методов глубокого обучения для обработки больших данных
	5.1 Использование генеративно-состязательных нейронных сетей для анализа больших наборов данных

	
	
	5.2 Создание моделей глубокого обучения для выявления скрытых закономерностей и прогнозирования.

	Пререквизиты 
	102671 – Современные технологии и инструменты анализа речи и компьютерного зрения

	Постреквизиты
	102694 – Конкурентное программирование отзывчивых высоконагруженных приложений на языке Scala

	Учебные ресурсы
	Литература: основная, дополнительная. 
Основная:
1. Jakub Langr Vladimir Bok. Deep learning with Generative Adversarial Networks
2. Neural Networks and Deep Learning: A Textbook by Charu Aggarwal, 2023
3. Artificial Neural Networks: A Practical Course by Rajendra Akerkar, 2016
4. Deep Learning and Machine Learning: Python Data Structures and Mathematics Fundamental by Silin Chen, Ziqian Bi, Junyu Liu et al., 2024
5. Deep Learning and Machine Learning, Advancing Big Data Analytics and Management: Handy Appetizer by Benji Peng, Xuanhe Pan, Yizhu Wen et al., 2024
Дополнительная:
1 The Principles of Deep Learning Theory by Daniel A. Roberts, Sho Yaida, Boris Hanin, 2021
2 Neural Networks: Overview of Current Theories and Applications by Various Authors, 2024
3 Artificial Intelligence: A Modern Approach by Stuart J. Russell, Peter Norvig, 2020, 4th Edition
Исследовательская инфраструктура
1. Бизнес инкубатор № 12
2. Лабораторный кабинет 517
3. Лабораторный кабинет 323
Профессиональные научные базы данных
1. Scopus – https://www.scopus.com
2. Elsevier – https://www.elsevier.com/
3. Researchgate – https://www.researchgate.net/
Интернет-ресурсы
1. https://www.coursera.org/learn/information-systems-audit
2. https://www.theiia.org/en/products/learning-solutions/course/fundamentals-of-it-auditing/
3. https://www.acilearning.com/courses/audit/advanced-it-audit-school/
Программное обеспечение
1. Windows 10, Windows 11
2. Anaconda Navigator
3. PyCharm
4. Microsoft Visual Studio
3. Kali Linux

	Академическая политика дисциплины 
	Академическая политика дисциплины определяется Академической политикой и Политикой академической честности КазНУ имени аль-Фараби. 
Документы доступны на главной странице ИС Univer.
Интеграция науки и образования. Научно-исследовательская работа студентов, магистрантов и докторантов – это углубление учебного процесса. Она организуется непосредственно на кафедрах, в лабораториях, научных и проектных подразделениях университета, в студенческих научно-технических объединениях. Самостоятельная работа обучающихся на всех уровнях образования направлена на развитие исследовательских навыков и компетенций на основе получения нового знания с применением современных научно-исследовательских и информационных технологий. Преподаватель исследовательского университета интегрирует результаты научной деятельности в тематику лекций и семинарских (практических) занятий, лабораторных занятий и в задания СРОП, СРО, которые отражаются в силлабусе и отвечают за актуальность тематик учебных занятий и заданий.
Посещаемость. Дедлайн каждого задания указан в календаре (графике) реализации содержания дисциплины. Несоблюдение дедлайнов приводит к потере баллов. 
Академическая честность. Практические/лабораторные занятия, СРО развивают у обучающегося самостоятельность, критическое мышление, креативность. Недопустимы плагиат, подлог, использование шпаргалок, списывание на всех этапах выполнения заданий.
Соблюдение академической честности в период теоретического обучения и на экзаменах помимо основных политик регламентируют «Правила проведения итогового контроля», «Инструкции для проведения итогового контроля осеннего/весеннего семестра текущего учебного года», «Положение о проверке текстовых документов обучающихся на наличие заимствований».
Документы доступны на главной странице ИС Univer.
Основные принципы инклюзивного образования. Образовательная среда университета задумана как безопасное место, где всегда присутствуют поддержка и равное отношение со стороны преподавателя ко всем обучающимся и обучающихся друг к другу независимо от гендерной, расовой/ этнической принадлежности, религиозных убеждений, социально-экономического статуса, физического здоровья студента и др. Все люди нуждаются в поддержке и дружбе ровесников и сокурсников. Для всех студентов достижение прогресса скорее в том, что они могут делать, чем в том, что не могут. Разнообразие усиливает все стороны жизни.
Все обучающиеся, особенно с ограниченными возможностями, могут получать консультативную помощь по телефону/ е-mail vladislav.karyukin@kaznu.kz / +77019405992 либо посредством видеосвязи в MS Teams 

	ИНФОРМАЦИЯ О ПРЕПОДАВАНИИ, ОБУЧЕНИИ И ОЦЕНИВАНИИ

	Балльно-рейтинговая 
буквенная система оценки учета учебных достижений
	Методы оценивания

	Оценка
	Цифровой 
эквивалент
баллов
	Баллы, 
% содержание 
	Оценка по традиционной системе
	Критериальное оценивание – процесс соотнесения реально достигнутых результатов обучения с ожидаемыми результатами обучения на основе четко выработанных критериев. Основано на формативном и суммативном оценивании.
Формативное оценивание – вид оценивания, который проводится в ходе повседневной учебной деятельности. Является текущим показателем успеваемости. Обеспечивает оперативную взаимосвязь между обучающимся и преподавателем. Позволяет определить возможности обучающегося, выявить трудности, помочь в достижении наилучших результатов, своевременно корректировать преподавателю образовательный процесс. Оценивается выполнение заданий, активность работы в аудитории во время лекций, семинаров, практических занятий (дискуссии, викторины, дебаты, круглые столы, лабораторные работы и т. д.). Оцениваются приобретенные знания и компетенции.
Суммативное оценивание – вид оценивания, который проводится по завершению изучения раздела в соответствии с программой дисциплины. Проводится 4 раза за семестр при выполнении СРC. Это оценивание освоения ожидаемых результатов обучения в соотнесенности с дескрипторами. Позволяет определять и фиксировать уровень освоения дисциплины за определенный период. Оцениваются результаты обучения.

	A
	4,0
	95-100
	Отлично
	

	A-
	3,67
	90-94
	
	

	B+
	3,33
	85-89
	Хорошо
	

	B
	3,0
	80-84
	
	Формативное и суммативное оценивание

	Баллы % содержание


	B-
	2,67
	75-79
	
	
	

	C+
	2,33
	70-74
	
	
	

	C
	2,0
	65-69
	Удовлетворительно
	Активность на лекциях                                        
	5

	C-
	1,67
	60-64
	
	Работа на практических занятиях                      
	20

	D+
	1,33
	55-59
	
	Самостоятельная работа                                      
	25

	D
	1,0
	50-54
	
	Проектная и творческая деятельность              
	10

	FX
	0.5
	25-49
	Неудовлетворительно
	Итоговый контроль (экзамен)                                                    
	40

	F
	0
	0-24
	
	ИТОГО                                      
	100 

	
Календарь (график) реализации содержания дисциплины. Методы преподавания и обучения.



	Неделя
	Название темы
	Кол-во часов
	Макс.
балл

	МОДУЛЬ 1 Введение в аудит информационной безопасности

	1
	Л 1. Введение в генеративно-состязательные нейронные сети
	1
	

	
	ЛЗ 1. Построение базовых генеративно-состязательных нейронных сетей (GAN)
	2
	

	2
	Л 2.    Изучение архитектуры автоэнкодеров в генеративно-состязательной нейронной сети
	1
	

	
	ЛЗ 2. Создание GAN c автоэнкодерами
	2
	

	3
	Л 3. Изучение алгоритма работы GAN для обучения моделей
	1
	

	
	ЛЗ 3. Разработка программы обучения GAN на заданном датасете
	2
	

	4
	Л 4. Изучение глубоких сверточных GAN моделей
	1
	

	
	ЛЗ 4. Создание программы обработки изображений с GAN
	2
	

	5
	Л 5. Настройка гиперпараметров глубоких сверточных GAN моделей
	1
	2

	
	ЛЗ 5. Создание программы с измененными настройками GAN моделей
	2
	10

	
	СРСП 1. Консультации по выполнению СРC 1 на тему «Разработка простых моделей генерации изображений с GAN». Прием СРC 1
	
	20

	МОДУЛЬ 2 Применение моделей машинного обучения в аудите

	6
	Л 6. Изучение усовершенствованных вариантов GAN с альтернативными функциями потерь, включая Wasserstein GAN, WGAN с градиентным штрафом и Least Squares GAN
	1
	1

	
	ЛЗ 6. Реализация модели Wasserstein GAN и сравнение её устойчивости с классическими GAN
	2
	10

	
	СРСП 2. Консультации по выполнению СРC 2 на тему «Создание проекта усовершенствованной генерации изображений с GAN»
	
	

	7
	Л 7. Изучение архитектуры GAN для решения прикладных задач компьютерного зрения, включая повышение разрешения изображений и преобразование изображений между доменами.
	1
	1

	
	ЛЗ 7. Создание программы GAN для прикладных задач компьютерного зрения
	2
	10

	
	СРСП 3. Прием СРC 2
	
	35

	8
	Л 8. Изучение методов стабилизации обучения GAN, такие как нормализация спектра, сглаживание меток и введение шума
	1
	1

	
	ЛЗ 8. Создание программы стабилизации обучения GAN
	2
	10

	Рубежный контроль 1
	100

	9
	Л 9. Изучение методов Semi-supervised GAN
	1
	1

	
	ЛЗ 9. Создание программы Semi-supervised GAN
	2
	10

	
	СРСП 4.  Консультация по выполнению СРС 3 на тему «Создание проекта с использованием Conditional и Cycle GAN»
	
	

	10
	Л 10. Изучение методов Conditional GAN
	1
	1

	
	ЛЗ 10. Создание программы Conditional GAN
	2
	10

	МОДУЛЬ 3 Применение методов Big Data в аудите

	11
	Л 11. Изучение моделей CycleGAN и реализации преобразования image-to-image
	1
	1

	
	ЛЗ 11. Создание программы CycleGAN
	2
	10

	
	СРСП 5. Прием СРС 3
	
	10

	12
	Л12. Анализ применения GAN в задачах мультимодальной генерации данных
	1
	1

	
	ЛЗ 12. Создание программы мультимодальной генерации данных
	2
	10

	
	СРСП 6. Консультация по выполнению СРС 4 на тему «Создание прикладного проекта, использующего GAN»
	
	

	13
	Л 13. Изучение методов оценки качества работы GAN, включая количественные метрики и визуальный анализ результатов
	1
	1

	
	ЛЗ 13.  Выполнение оценки качества GAN с использованием метрик Inception Score и Frechet Inception Distance
	2
	10

	14
	Л 14. Анализ применения GAN для генерации текста, временных рядов, и табличные данные
	1
	1

	
	ЛЗ 14. Создание программы генерации текста, временных рядов и табличных данных
	2
	10

	
	СРСП 7. Прием СРС 4
	
	13

	15
	Л 15. Изучение практического применения GAN
	1
	1

	
	ЛЗ 15. Разработка практических приложений GAN
	2
	10

	Рубежный контроль 2
	100

	Итоговый контроль (экзамен)
	100

	ИТОГО за дисциплину
	100






[bookmark: _Hlk179322026]РУБРИКАТОР СУММАТИВНОГО ОЦЕНИВАНИЯ
 КРИТЕРИИ ОЦЕНИВАНИЯ РЕЗУЛЬТАТОВ ОБУЧЕНИЯ   

СРС 1. Разработка простых моделей генерации изображений с GAN (20% от 100% РК1)
	Критерий   
	«Отлично»  
16-20%  
	«Хорошо» 
11-15%   
	«Удовлетворительно»   
6-10% 
	«Неудовлетворительно» 
 0-5% 

	Знание и понимание основных методов разработки простых моделей генерации изображений с GAN
	Отличное понимание методов разработки простых моделей генерации изображений с GAN
	 Знание больше части методов разработки простых моделей генерации изображений с GAN

	Ограниченное понимание методов разработки простых моделей генерации изображений с GAN
	Поверхностное понимание/ отсутствие понимания методов разработки простых моделей генерации изображений с GAN

	Навыки реализации программ генерации изображений с GAN
	Четкое и ясное представление реализации генерации изображений с GAN
 
	 Имеются логические ошибки реализации генерации изображений с GAN
	Большое количество логических ошибок генерации изображений с GAN


	Отсутствие реализации генерации изображений с GAN


	Написание отчета 
	Письмо демонстрирует ясность, лаконичность и правильность. 
	Письмо демонстрирует ясность, лаконичность и корректность. В основном отсутствуют ошибки.  

	В письме есть некоторые ключевые ошибки, и ясность нуждается в улучшении. 
	Написанное неясно, трудно следовать за содержанием. Много ошибок в тексте  


   
[bookmark: _Hlk179322093]СРС 2. Создание проекта усовершенствованной генерации изображений с GAN (35% от 100% РК1)
	Критерий   
	«Отлично»  
26-35%  
	«Хорошо» 
15-25%   
	«Удовлетворительно»   
6-14% 
	«Неудовлетворительно» 
 0-5% 

	Работа с настройкой проекта усовершенствованной генерации изображений с GAN
	Отличное понимание настройки проекта усовершенствованной генерации изображений с GAN
	 Понимание большей части настройки проекта усовершенствованной генерации изображений с GAN
	Ограниченное понимание настройки проекта усовершенствованной генерации изображений с GAN
	Поверхностное понимание/ отсутствие понимания настройки проекта усовершенствованной генерации изображений с GAN

	Навыки настройки работы моделей GAN
	Четкое и ясное представление настройки моделей GAN
	 Имеются небольшие логические ошибки настройки моделей GAN
	Большое количество логических и синтаксических ошибок настройки моделей GAN
	Отсутствие настройки моделей GAN


	Написание отчета 
	Письмо демонстрирует ясность, лаконичность и правильность. 
	Письмо демонстрирует ясность, лаконичность и корректность. В основном отсутствуют ошибки.  
	В письме есть некоторые ключевые ошибки, и ясность нуждается в улучшении. 
	Написанное неясно, трудно следовать за содержанием. Много ошибок в тексте  



[bookmark: _Hlk179322118]СРС 3. Создание проекта с использованием Conditional и Cycle GAN (10% от 100% РК2)
	Критерий   
	«Отлично»  
9-10%  
	«Хорошо» 
6-8%   
	«Удовлетворительно»   
3-5% 
	«Неудовлетворительно» 
 0-2% 

	Работа с настройкой проекта с использованием Conditional и Cycle GAN
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	Письмо демонстрирует ясность, лаконичность и правильность. 
	Письмо демонстрирует ясность, лаконичность и корректность. В основном отсутствуют ошибки.  
	В письме есть некоторые ключевые ошибки, и ясность нуждается в улучшении. 
	Написанное неясно, трудно следовать за содержанием. Много ошибок в тексте  
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СРС 4. Создание прикладного проекта, использующего GAN (13% от 100% РК2)
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	Письмо демонстрирует ясность, лаконичность и правильность. 
	Письмо демонстрирует ясность, лаконичность и корректность. В основном отсутствуют ошибки.  
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